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Goals

Main goal:

Uncertainty-aware regression for making robust
predictions that you can act on.

The goal of the work I will discuss today:

High-quality GP approximations for big data that
you can train without human intervention.

... And when I mean “high-quality”, I mean that we really want to
squeeze every last bit of predictive performance out of the data.
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Overview

The What & Why of Gaussian Processes

Variational Inference for Big Data

Theory and Practice of Training Variational GPs

Robust Conjugate Gradient Methods

Wrap-up
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Neural networks are basis function models

Input #1

Input #2

Input #3

Input #4

Output

f pxq “
B
ÿ

b“1

wbφbpxq “ wTφpxq

φbpxq “ σ

˜

D
ÿ

d“1

w̃dxd

¸

“ σpw̃Txq
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Bayesian Neural Networks are a prior over functions

Placing priors on w gives us a distribution over functions:
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f pxq “
B
ÿ

b“1

wbφbpxq “ wTφpxq

w „ N
´

w; 0, σ2
w I

¯
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Bayesian advantages
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Prior draws
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Posterior draws

Using the prior, we can obtain the posterior:

ppw|y, θq “

ś

n ppyn|w, θqppw|θq
ppy|θq

Advantages:
§ Posterior quantifies our uncertainty
§ Marginal likelihood ppy|θq gives us the hyperparameters
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What is wrong with the model?
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Prior draws
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Posterior draws

§ How to set basis function locations?
§ How many basis functions?
§ Should we be so certain far from the data?
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Posterior draws

§ How to set basis function locations?
§ How many basis functions?
§ Should we be so certain far from the data?

Solution: Use large number of basis functions
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What is wrong with the model?
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Prior draws
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2 ?

Posterior draws

§ How to set basis function locations?
§ How many basis functions?
§ Should we be so certain far from the data?

Solution: Use an infinite number of basis functions?
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A different representation?

§ Having many weights is expensive (cost is O
`

W3˘)
§ Our likelihood only really depends on the function values

f pxq “ φpxqTw
§ Weights are only a means to specify the prior over functions

Can we specify the distribution over functions
directly?
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Distributions over functions

We can not write densities for entire functions “p
´

fp¨q
¯

”
However, a density over the values of fp¨q at arbitrary input locations
is just as good.

p
´

fpx1q
, fpx2q

, fpx3q

¯
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Distributions over functions

This allows us to always find the posterior of observations and any
points to predict at.
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p
´

fpXq, fp¨q|y
¯

“

p
´

y| fpXq
¯

p
´

fpXq, fp¨q
¯

ppyq

“

p
´

y| fpXq
¯

p
´

fpXq
¯

ppyq
p
´

fp¨q| fpXq
¯

“ p
´

fpXq|y
¯

p
´

fp¨q| fpXq
¯
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A different representation of the neural net prior

Concentrating on the function values at input locations X P RNˆD:

pp f pXqq “
ż

δp f pXq ´ΦpXqwqppwqdw

“ N
´

f pXq; 0, σ2ΦpXqΦpXqT
¯

“

ΦpXqΦpXqT
‰

nn1 “ φpxqTφpxq “ kpx, x1q

§ We only need to define the kernel function.
§ There are kernels which correspond to infinite basis functions.

How Accurate Gaussian Processes can help Deep Learning Mark van der Wilk G-Research Seminar, Jun 2, 2021 11



A different representation of the neural net prior

Concentrating on the function values at input locations X P RNˆD:

pp f pXqq “
ż

δp f pXq ´ΦpXqwqppwqdw

“ N
´

f pXq; 0, σ2ΦpXqΦpXqT
¯

“

ΦpXqΦpXqT
‰

nn1 “ φpxqTφpxq “ kpx, x1q

§ We only need to define the kernel function.

§ There are kernels which correspond to infinite basis functions.

How Accurate Gaussian Processes can help Deep Learning Mark van der Wilk G-Research Seminar, Jun 2, 2021 11



A different representation of the neural net prior

Concentrating on the function values at input locations X P RNˆD:

pp f pXqq “
ż

δp f pXq ´ΦpXqwqppwqdw

“ N
´

f pXq; 0, σ2ΦpXqΦpXqT
¯

“

ΦpXqΦpXqT
‰

nn1 “ φpxqTφpxq “ kpx, x1q

§ We only need to define the kernel function.
§ There are kernels which correspond to infinite basis functions.

How Accurate Gaussian Processes can help Deep Learning Mark van der Wilk G-Research Seminar, Jun 2, 2021 11



Three problems solved
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§ How to set basis function locations? Ñ everywhere!
§ How may basis functions? Ñ infinite!
§ Should we be so certain far from the data? Ñ No, and we don’t

have to be!
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Scalability

Gaussian processes are the “gold-standard” uncertainty-aware
regression method. Training requires:

1. Selecting kernel hyperparameters

θ˚ “ argmax
θ

log ppy|θq “ argmax
θ

logN
´

y; 0, Kff ` σ2IN

¯

, (1)

rKffsnn1 “ kpxn, xn1q . (2)

2. Calculate predictive mean at new point x˚

µ˚ “ k˚fpKff ` σ2
q
´1y (3)

3. Calculate predictive variance at new point

σ2
˚ “ k˚˚ ´ k˚fK´1

ff kT
˚f (4)

How Accurate Gaussian Processes can help Deep Learning Mark van der Wilk G-Research Seminar, Jun 2, 2021 13



Overview

The What & Why of Gaussian Processes

Variational Inference for Big Data
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Two problems

Our general model:

Prior: fp¨q „ GP
`

0, kpx, x1q
˘

Likelihood: yn „ p
´

yn| fpxnq

¯

We have two problems:
§ Non-conjugacy

When pp fpXq|yq “
ś

n ppyn| fpxnqqpp fpXqq
ppyq is non-Gaussian.

§ Scale
Prior and posterior require O

`

N2˘ space and O
`

N3˘ time.
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Single solution

Variational inference:
1. Define a tractable set of posteriors qηp f q
2. Minimise the KL divergence to the true posterior

KL
“

qηp f q||pp f |yq
‰

Procedure:
1. Formulate the lower bound L ď log ppy|θq, such that

L`KL
“

qη||p
‰

“ log ppy|θq
2. Maximise w.r.t. variational parameters η

3. Also maximise w.r.t. hyperparameters θ, for approximate
maximum likelihood
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Set of approximate posteriors

A small GP is a tractable GP:

0 5
´2
´1

0
1

0 5
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´1

0
1

§ A single noiseless point constrains the prior similarly to many
noisy ones

§ Without the redundancy, we can get very close with far fewer
points
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Set of approximate posteriors
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Can choose a posterior conditioned on arbitrary inputs Z “ tzmu and
observations tỹmu:

qηp f q “

ś

m N
´

ỹm; fpzmq, σ̃2
¯

pp f q

ppỹq

“

ś

m N
´

ỹm; fpzmq, σ̃2
¯

p
´

fpZq
¯

ppỹq
p
´

f | fpZq
¯

“ p
´

f | fpZq
¯

p
´

fpZq|ỹ
¯

η “ tZ, ỹm, σ̃u
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Set of approximate posteriors
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Can further relax the assumption and choose an arbitrary fully
correlated Gaussian likelihood:

qηp f q “

ś

m N
´

ỹm; fpzmq, Σ
¯

pp f q

ppỹq

“ N
´

fpZq; µ, Σ
¯

pp f | fpZqq “ p
´

f | fpZq
¯

qp fpZqq

η “ tZ, µ, Σu
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Variational lower bound

KLrqp f q||pp f |yqs “ KL
”

p
´

f | fpXq, fpZq
¯

q
´

fpXq, fpZq
¯

||

p
´

f | fpXq, fpZq
¯

p
´

fpXq, fpZq|y
¯ı
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Variational lower bound

KLrqp f q||pp f |yqs “ KL
”

��������
p
´

f | fpXq, fpZq
¯

q
´

fpXq, fpZq
¯

||

��������
p
´

f | fpXq, fpZq
¯

p
´

fpXq, fpZq|y
¯ı
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Variational lower bound

KL “ log ppyq ´Eqp fpXq, fpZqq

»

–log

ś

n p
´

yn| fpxnq

¯

p
´

fpXq| fpZq
¯

p
´

fpZq
¯

p
´

fpXq| fpZq
¯

q
´

fpZq
¯

fi

fl
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Variational lower bound
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»

–log
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n p
´

yn| fpxnq

¯

�������
p
´

fpXq| fpZq
¯

p
´

fpZq
¯

�������
p
´

fpXq| fpZq
¯

q
´

fpZq
¯

fi

fl

6 L “
ÿ

n
Epp fpxnq| fpZqqqp fpZqq

”

log p
´

yn| fpxnq

¯ı

´KL
”

q
´

fpZq
¯

||p
´

fpZq
¯ı

§ Maximising L minimises the KL (gets us closer to the true
posterior).

§ Analytically tractable (with 1D quadrature)
§ Low-rank approximate GP (only needs Mˆ M inversion)
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What should we do in practice?

0 5
´2
´1

0
1

0 5
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´1

0
1

Practical training requires finding θ, Z, µ, Σ by maximising
Lpθ, Z, µ, Σq.

1. How to initialise the parameters? How many inducing points?
2. How should we optimise L?
3. How small can we make the KL gap to the true posterior?
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Two methods

Approach 1 (Titsias, 2009):
§ Notice that the optimisation for µ, Σ is quadratic, so solve for this

in closed form.
§ This defines a new bound L1pθ, Zq, with cost OpNM2q.
§ Gradient-based optimisation w.r.t. θ and perhaps Z, using BFGS.

Approach 2 (Hensman et al., 2013):
§ Compute L and its gradients on a minibatch, with cost

OpBM2 ` M3q.
§ Optimise θ, Z, µ, Σ with stochastic optimiser (e.g. Adam).
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Training guidelines

Before our work, the guidelines were:
§ Initialise Z by K-means or a random subset of the training inputs.
§ List of “tricks” to try (human in the loop).
§ No guarantees on how many inducing points are needed.

In practice:
§ Optimisation would never converge. Waiting 10̂ longer would

always give marginally better results.
§ We never got very close to the true posterior with a sparse model.
§ Approach 2 worked better, because you could do many iterations

more quickly.

What was the problem?
§ Problem existed in both approaches, so the problem wasn’t µ, Σ.
§ ùñ Problem must be selection of inducing inputs Z!

Draw on board: Impact of selecting bad inducing points (far from data, nearby each other).
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Theory to the Rescue

§ We set out to analyse how many inducing inputs were needed to
get KL Ñ 0 as N Ñ 8.

§ Could not prove bounds for uniform subsampling.
§ Could prove bounds for DPP selection!

Result (assuming inputs in a bounded region):
§ Select inducing inputs Z with (approximate) M-DPP.
§ We give a rate for M to increase with N, so that KL Ñ 0.
§ Reasonable computational cost, e.g. OpNplog Nq2Dplog log Nq2qq

for SqExp, barely above linear1

1Recall that OpNplog NqDq “ OpN1`εq for any D PN and ε ą 0, and that D is fixed in our problem.
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Theory to the Rescue

§ M-DPP depends on kernel of the GP.
§ M-DPP initialisation leads to more equally spread out inducing

points than uniform.
§ Theory says you don’t need to optimise inducing inputs.

This suggests a different training procedure!
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New Training Procedure

In the journal version (Burt et al., 2020) we recommend:
1. Use Approach 1 (Titsias, 2009), so you don’t have to worry about

optimising µ, Σ.
2. Initialise inducing inputs with M-DPP approximation (“greedy

variance” method).
3. Use BFGS to optimise only hyperparameters θ.
4. Once BFGS converges2, repeat from step 2.

2This happens quickly, as we only have a handful of hyperparametersHow Accurate Gaussian Processes can help Deep Learning Mark van der Wilk G-Research Seminar, Jun 2, 2021 28



What about minibatching?

Courtesy of Maëlhann Rozé, MEng student

If you correctly initialise your inducing points:
§ Stochastic optimisation is supposed to be faster than full batch...

but isn’t!
§ Adam becomes a terrible stochastic optimiser for GPs!
§ Past recommendations for SVGP were likely due to all methods

performing sub-optimally due to bad inducing input placement.
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Takeaways

§ We have a proof that inducing points are arbitrarily exact at
reasonable cost as N Ñ 8.

§ This leads to a new training procedure which reliably obtains
better results.

§ Particularly important if you care about getting every last bit of
performance out of your method.

Is GP inference solved?

No!

§ Given a dataset of fixed size, required number of inducing points
may still be too large.

§ Inducing points may not give the best speed-accuracy trade-off.
§ Bounded/iid inputs are only one special case.
§ We need to make running this super easy for people.
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Conjugate Gradients

Alternative approach to inducing points. Tries to find K´1v by
solving

argmin
x

1
2

xTKx´ xTb (5)

§ Conjugate Gradients gives iterative solution that is exact in the
limit.

§ May give better speed-accuracy trade-off than inducing points.
§ Has given genuinely impressive results3:

3The results and the scale are genuinely impressive. However I disagree that they can be called exact.
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Conjugate Gradients

One should expect the training procedure of an “exact” method, to
also be “exact”.

Open questions about CG approach of Wang et al. (2019):
§ How is (the convergence of) hyperparameters affected by error in

the estimation of the gradients?
§ Wang et al. (2019) directly approximate the gradients with CG.

With error introduced, it is not clear whether following them will
lead to convergence.

§ What convergence tolerances should be used to obtain good
accuracy-speed tradeoff?

§ An “arbitrarily exact” method would require a well-defined rule, a
proof, and an asymptotic computational cost analysis, as inducing
points currently has (Burt et al., 2019, 2020)
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Conjugate Gradients

This has practical consequences, with behaviour that you would not
expect from an exact method:

This said, CG is a good idea, and inspired by the results of Wang et al.
(2019), we (+ Artem Artemev, David Burt) propose some
improvements.
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Conjugate Gradient Lower Bound

§ VI measures quality of approximation and hyperparameters in a
single objective: The ELBO.

§ Makes it easy to design convergent algorithms: Just optimise the
ELBO!

§ Q: How to set parameters? A: Just optimise the ELBO!
Can we do something similar for Conjugate Gradient methods? Yes!

We develop the Conjugate Gradient Lower Bound (CGLB).

§ The partial solution v to the CG optimisation problem to find
K´1y is unified with the hyperparameter objective
ùñ easier to guarantee convergence

§ Additional upper bound to automatically determine number of
CG iterations.

θ˚, v˚ “ argmaxθ,v Lpθ, vq, with v˚ “ argmaxv Lpθ, vq “ K´1y , @θ.
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Conjugate Gradient Lower Bound

§ Fewer iterations of CG ùñ faster.
§ More guarantees for optimisation ùñ better performance.
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Takeaways

§ If you don’t manually adjust parameters in “Iterative GP” (Wang
et al., 2019), you can get sub-optimal performance.

§ We (Artemev et al., 2021) introduce a CG-based approximation
where all parameters can be automatically set through
optimisation.

§ This gives better and faster predictions, without requiring human
intervention.
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Conclusion

§ Inducing point methods have theoretically-backed methods for
selecting all parameters.

§ With our new training methods, inducing point methods can be
highly accurate.

§ There are cases though, where sparse approximations simply do
not exist.

§ Conjugate Gradient methods can help in these situations.
§ Be careful with existing methods, even if branded as “exact”

(Wang et al., 2019).
§ We (Artemev et al., 2021) introduce automatic solutions, with

better performance.
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Future work

There is a lot more to do!
§ Goal: Make GP approximations completely transparent.

E.g. we don’t want to need to manually choose between inducing
points or CG. Software is needed for real impact.

§ Need better stochastic optimisation for GPs
This is necessary for truly big data, or if we want to combine
them with deep learning.

§ Deep GPs and DNNs may converge! Recent work: Dutordoir
et al. (2021)

I’m currently growing a team at Imperial to work on this, and I’m
looking for grants, or industry support for grant applications.

How Accurate Gaussian Processes can help Deep Learning Mark van der Wilk G-Research Seminar, Jun 2, 2021 40



Future work

There is a lot more to do!
§ Goal: Make GP approximations completely transparent.

E.g. we don’t want to need to manually choose between inducing
points or CG. Software is needed for real impact.

§ Need better stochastic optimisation for GPs
This is necessary for truly big data, or if we want to combine
them with deep learning.

§ Deep GPs and DNNs may converge! Recent work: Dutordoir
et al. (2021)

I’m currently growing a team at Imperial to work on this, and I’m
looking for grants, or industry support for grant applications.

How Accurate Gaussian Processes can help Deep Learning Mark van der Wilk G-Research Seminar, Jun 2, 2021 40



Future work

There is a lot more to do!
§ Goal: Make GP approximations completely transparent.

E.g. we don’t want to need to manually choose between inducing
points or CG. Software is needed for real impact.

§ Need better stochastic optimisation for GPs
This is necessary for truly big data, or if we want to combine
them with deep learning.

§ Deep GPs and DNNs may converge! Recent work: Dutordoir
et al. (2021)

I’m currently growing a team at Imperial to work on this, and I’m
looking for grants, or industry support for grant applications.

How Accurate Gaussian Processes can help Deep Learning Mark van der Wilk G-Research Seminar, Jun 2, 2021 40



Future work

There is a lot more to do!
§ Goal: Make GP approximations completely transparent.

E.g. we don’t want to need to manually choose between inducing
points or CG. Software is needed for real impact.

§ Need better stochastic optimisation for GPs
This is necessary for truly big data, or if we want to combine
them with deep learning.

§ Deep GPs and DNNs may converge! Recent work: Dutordoir
et al. (2021)

I’m currently growing a team at Imperial to work on this, and I’m
looking for grants, or industry support for grant applications.

How Accurate Gaussian Processes can help Deep Learning Mark van der Wilk G-Research Seminar, Jun 2, 2021 40



Summary

Some papers I contributed to on robust automatic GPs
§ Understanding Probabilistic Sparse Gaussian Process Approximations

Bauer et al. (2016), NeurIPS
§ GPflow: A Gaussian process library using TensorFlow

Matthews et al. (2017), JMLR
§ Convergence of Sparse Variational Inference in GPR

Burt et al. (2019, 2020), ICML, JMLR
§ Tighter Bounds on the LML of GPR Using CG

Artemev et al. (2021), ICML
§ Software for automatic & robust training of GPs

Work in Progress
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